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Abstract: A method and mathematical models of direct and inverse problems of ultrasonic testing
and diagnostics of complex metal structures for defects were developed and tested. A prototype of a
system for magnetostrictive control of elements of the objects under study was manufactured and
experimentally tested. Mathematical simulation of ultrasonic testing processes using MATLAB and
the COMSOL Multiphysics software environment was carried out. The adequacy of the mathematical
models was verified by the results of their comparison with real physical experiments. Information
support and a methodology that implements it was developed, which ensure the functioning of the
control facilities for these objects based on the use of small-aperture magnetostrictive transducers.
The mathematical identification of the vibration generator in complex building structures was
developed, which consists in finding the locations of the generator of ultrasonic vibrations, as well
as the characteristics of this vibration generator based on data obtained from sensors in the form of
time series.

Keywords: building metal structures; ultrasonic testing; small-aperture transducers; direct problems;
inverse problems

1. Introduction

According to experts, the technical condition of some buildings and metal structures
has reached a critical point, which increases the likelihood of accidents and emergencies [1-3].
However, the rate of their restoration is extremely slow due to the economic situation
in many countries. Therefore, the primary task is to ensure the reliable operation of the
existing stock of structures [4,5].

In this situation, the issues of managing the operational reliability and durability of
the corresponding objects by determining their technical condition and residual resource
and establishing scientifically grounded operating periods become more relevant.

For these reasons, various methods of non-destructive testing and diagnostics are
used to obtain reliable information about the actual state of various units of construction
machines and structures [5-10]. In recent years, these methods, thanks to modern informa-
tion technologies, have been significantly improved with the aim of improving technical
characteristics and increasing the accuracy and reliability of diagnostic results [11-13].
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Methods based on the use of ultrasonic waves in combination with piezoelectric trans-
ducers have certain limitations and inconveniences in their practical application [14-16].
These inconveniences are caused by the following. First, the need for preliminary prepara-
tion of the surfaces of the studied units before placing piezoelectric transducers on them.
Second, the surfaces of the controlled units can be heated significantly. In addition, the
geometric shape of the investigated objects significantly affects the accuracy of diagnostic
measurements.

The overwhelming majority of these disadvantages can be eliminated by the methods
based on the magnetostrictive effect [17,18]. Thus, small-aperture magnetostrictive trans-
ducers [19-21] (MSTs) make it possible to carry out diagnostic examinations of complex-
shaped objects that can heat up to high temperatures. These devices do not require prelimi-
nary preparation of the inspected surfaces (removal of rust, scale, etc.) [22].

The application of small-aperture MSTs is a base for the development of an appropriate
method for diagnosing construction machines and structures. This method allows us to
examine objects in construction sites and increases the accuracy and reliability of identifying
possible defects.

The novelty of the obtained results is the mathematical and experimental analysis
of the effect of crack sizes on the characteristics of the signal that passes through these
cracks. Moreover, the new practical results of this study are mathematical models of inverse
problems of ultrasound propagation in solids, specifically a model for determining the
position of the ultrasonic vibrations as well as a model for determining the main physical
characteristics of the source of ultrasonic vibrations, such as the amplitude and frequency
of oscillations. The results of the mathematical modeling and experimentally obtained data
are compared.

One hypothesis was set up.

Hypothesis 1 (H1). In a signal that passes through defects in the form of cracks in complex
building objects and structures, the amplitude of oscillations at the receiver decreases. The level of
amplitude reduction depends on the crack size.

The purpose of this study was to develop a system based on the small-aperture MSTs
to monitor the state of metal building structures.

2. Materials and Methods

In this study, we considered a direct problem of defect detection in bodies of complex
shapes. To solve the problem (determining the influence of defects on the output signal),
the classical wave equation in the area is used:

QPU(X, ) ok PU(X,t) QU (X, t) _
atz =70 = axlz + ()/1221 axl +f(x’ t)’ (1)

and t € {O,Tfm},' X; € [ai,bi]; a € R; b € R, G = [Lll,bﬂ X [az,bz] X ... X [an,bn];

i = 1,n, where x;—spatial coordinate with number i; x—spatial coordinate vector; t—time;
U—desired solution of the model; v—sound velocity in the medium; Tf;,—end time of
research; y—attenuation coefficient of a wave in a particular environment.

The initial conditions are: U(X,0) = g1(x), U:(X,0) = ¢»(X). Boundary conditions are
set depending on the formulation of the problem (which corresponds to a specific physical
process).

The mathematical model (1) describes the process of wave propagation in an object
without defects [23-25].

3. Results and Discussion

The method of dimensionless coordinates is usually used to model the behavior of
complex objects and systems. This procedure simplifies finding the numerical solution.
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After that, the transition to real coordinates is performed. The following mathematical
model was developed in dimensionless coordinates. For simulating the passage of a signal
through a defect, it is envisaged to create an artificial point exciter of oscillations and a
signal receiver (an analogue of the point of the small-aperture MST), which are located
on opposite sides of the defect. This simulation approach allowed us to answer the main
research question—the effect of the defect’s size on the passage of a signal through it. In
this case, the amplitude and frequency of the received signal are determined. Next, we
considered the linear wave Equation (1) in the area:

Q: (x,y) € [-0,50,57, t € [0;1],

which has the form
02U /at* = 9*U /ox? + 9*U /oy>. 2)

The corresponding initial conditions (2) for carrying out computational experiments
are as follows:
U(x,y,0) = Us(x,y,0) = 0. 3)

The choice of conditions (3) is due to the fact that the investigated object is at rest.
Boundary conditions for simulation:

U /om| = 0. @)

They take into account the fact that when a wave reaches the boundary of the com-
putational region of the object under study;, its reflection from this boundary is taken into
account. The defect area is written as a Cartesian product:

G = [~05:107%05-107% x [~0.15;0.15]. ®)

At the point with coordinates (x;y) = (0.2;0) is the source of harmonic vibrations. It
can be written as a sinusoid:

U(0.2;0;t) = 30" sin167t, t > 0. (6)
The boundary conditions for the defect are set similarly to (4):
ou/om|, = 0. (7)

The second mathematical model is similar to the model described by Equations (2)—(4),
(6), (7) and takes into account the location of the defect:

(xsys)| (xs5;y5) = (x;y) - M, x € [-0.5-1073;0.5-107%],y € [-0.15;0.15],
G= M:<cosq) —singo) _x . (8)
sing cosgq )’ 4

Contour plots (level lines), which are shown in Figure 1, show that when the ultrasonic
signal passes through any interference, such as cracks, gaps are formed. The main fragments
of gaps in the received signal are shown in Figure 2.

In any case, even minor defects of the material are immediately noticeable. According
to the mathematical simulation, there is a significant change in the amplitude of the received
signal. This fact is demonstrated by the simulation results shown in Figure 3.
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Figure 1. The wave field on the surface of bodies with defects in the form of cracks: (a) a vertical
position of defects (5); (b) an angular (45°) position of defects (8).

=10* X

2.5

f
-

Ux,0,t)
=1

o
o nonn

=
T
W0 = N e L R

-0.2 -0.15 -0.1

-0.05

0

.05

Utxfoi’t)

—f—t=0

—y—t=0.1
—Ar—t=0.2
—H—t=0.3
—4—t=0.4
—e—t=0.5
——t=0_6
—§—t=0.7
—©=t=0.8
——t=0.9

—f—t=1

-0.25 -0.2

-0.15 -0.1

x

(b)

-0.05

Figure 2. Comparison of the signal that passes through the crack: (a) a vertical position of cracks (5);

(b) an angular (45°) position of cracks (8) (time in milliseconds, x in micrometers, U in micrometers).
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Figure 3. Graphic representation of the signal at the point (—0.3; 0) during the time interval [0; 1] of
passing through defects such as cracks, which are specified in the form of (5) and (8), and through the
defect-free area (time in milliseconds, U in micrometers).

Some computational experiments were carried out to determine the influence of the
crack size on the received signal. They showed the effect of the length of a crack-type
defect on the amplitude and frequency [26-29]. Figure 4 shows the main results of these
experiments.
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Figure 4. Influence of the size of a crack-type defect on the signal passed through it (time in
milliseconds, U in micrometers).

It was found that when sound waves pass through cracks, the amplitude of the
received signal decreases noticeably compared with the original one, which is carried out
by the source. The oscillation frequency is also reduced, and the received signal has a
nonlinear component. The obtained results were used to study the composite elements of
parts containing noticeable heterogeneity.

3.1. Formulation of Inverse Problems

Homogeneous materials were used in this study, for which the propagation speed of
ultrasonic waves does not depend on the molecular structure of the medium. This allows,
by measuring the time of delay and damping of waves at different points of the controlled
object, the formulation of conclusions about the properties of the medium to determine
defects of various shapes and origins [23,24,30,31].

A model for determining the position of the source of ultrasonic vibrations was
developed. The propagation of ultrasonic waves can be mathematically described by a
wave equation (linear and nonlinear) of the second order. It is considered that the body is
elastic and the deformation is elastic and insignificant in comparison with the geometric
dimensions of the object itself. The task consisted in determining the geometric position
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of the exciter of oscillations, given that sensors were located at specific positions of the
investigated area of the object and received the signal formed by the source.

The physical and technical characteristics of the investigated object are as follows.
The velocity of propagation and attenuation of the waves are known. The frequency and
amplitude of the oscillations are also known. The mathematical model of the problem has
an optimization formulation, in which it needs to find the minimum of the function:

Tend
1 n ! : 2 .
F(xsource, ysource> — EZ / (Si(xsource/ ysource/ t) N sfxperlmentul(t)> drl = min. )
i=1 T-beg

1

Restrictions (9) are applied in the form:

Si(xsource’ ysourcel t) — u(xlsensor’ y?ensor’ t),
0< ¥ < <T,i=T1n,

2U /o2 =AU on Q, t € [0;T],
U(x,y,0) = Ui(x,y,0) =0,

oU/dn =0, t € [0;T],
u(xsource’ysourcelo) — Asin(27'(ft),

(10)

be, . . .
where n—total number of sensors; T; §__start time of observation on the ith sensor; Tf”d—
.. . . . experimental
finish time of observation on the ith sensor; s; P

. . b
certain time {Ti ¢, Tf"d}

(t)—data of the ith sensor within a
; T—total time of experiment; ()—computing area of the problem

(object under study); A, f—amplitude and frequency; (x{*"5°", 55" ) —position of the ith
sensor; (x01Tee, 1SoUTee)__position of the vibration’s source.

A mathematical model of the form (10) and (11) belongs to the models of the class of
nonlinear global optimization.

In such mathematical models, the constraint on the objective function (9) is usually the
wave equation, which describes the process of wave propagation in a particular medium.
A function of the form (9) is nonlinear; therefore, stochastic or population methods can
be used to minimize it, since local minima can be obtained for it. Model (10) and (11) is
an inverse problem, since according to the results of the data from the sensors (indirect
measurements—consequence), it is necessary to establish the position of the source (cause).

Below are the results of the computational experiments performed using the MATLAB
2019b environment. The mathematical model of problem (10) and (11) is solved using
the finite difference method. The computational grid is 60 x 60 nodes, and w = 32 is the
number of bits for encoding by the genetic algorithm.

3.2. Numerical Solution of the Obtained Models of Inverse Problems

To analyze the adequacy of the developed mathematical model, 20 computational
experiments were carried out on various test data. One of these computational experiments
with corresponding test data is shown below. The task is to find the global minimum of the
function:

1

8
F(xsource, ysourw) — %Z / (Si(xsourcel ysource, t) _ Séxpefimental(t))2dt - min, (11)
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with restrictions in the form:
s; (xsuurce’ ysourcel t) =U (x?ensor’ y?ensor’ t) ,
2U/9t? = AU, t € [0;1.5],
2 . Tq
Q=(xy)€01],i=158, (12)

U(x,y,0) = U (x,y,0) =0,
AU/ =0, t € [0;1.5],
u(xSOMYCEIySOMTCE’ 0) — ASIn(ZT(ft)

where A—Laplace operator.

Source characteristics: A = 3071, f = 9. The position of the sensors is shown in
Table 1.

Table 1. Geometric arrangement of sensors in dimensionless coordinates.

Coordinate Point 1 Point 2 Point 3 Point 4 Point 5 Point 6 Point 6 Point 8
X; 0.5333 0.7167 0.4500 0.1500 0.3167 0.1000 0.8667 0.4167
Yi 0.0667 0.9167 0.1167 0.3500 0.8500 0.2833 0.5167 0.9000

It should be noted that for inverse problems in general, the more information is
available about the object under study, the easier it is to solve such a problem. In general,
the number of sensors should be selected from analytical reasoning about the availability
and amount of information about the object under study.

Figure 5 shows the numerical solution of the wave equation for the time t = 1.45
milliseconds. Figure 5 also shows the position of the sensors, the coordinates of which are
given in Table 1, and the source of vibration.

Solution for t=1.45

U(x,y,t)

Figure 5. Schematic arrangement of sensors and a source in the computing area for a certain period
of time (time in milliseconds, U in micrometers).

Figure 6 displays the data obtained from the sensors, the geometric arrangement of
which is given in Table 1. It should be noted that all sensors receive data during the same
period of time. Figure 7 shows the value of the objective function (12) of the mathematical
model (12) and (13) using the classical genetic algorithm [32,33] at the first 20 and at the
last 20 iterations.

To implement a model of type (10) and (11), other methods and algorithms can be
used for conditional and unconditional nonlinear global optimization, such as PSO [34]
and the method of differential evolution [35], since the number of sought model variables is
small. If the number of variables in the problem is large, it is advisable to use a combination
of stochastic and deterministic optimization methods or hybrid optimization methods in
general.
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Figure 6. Data obtained from 8 sensors during the same period of time (time in milliseconds, U in
micrometers).
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Figure 7. Convergence (11) of the optimization mathematical model (12) and (13) by the classical
genetic algorithm (left—first 20 iterations; right—last 20 iterations).

Further, the model for determining the physical characteristics of the source of ultra-
sonic vibrations in objects is considered. The task of ultrasonic testing is very relevant in the
implementation of non-destructive testing of complex objects and systems. The diagnostic
procedure provides for the creation of mathematical models for determining the residual
working resources of such systems, as well as for carrying out various computational
experiments in order to test the parameters of the developed mathematical models and
adapt them to the processes that are distributed in these objects and systems [36,37].

Next, the propagation of sound in a plate is investigated, the physical and geometric
characteristics of which are known. Oscillating processes in the plate are carried out by
a point source for a certain period of time, the characteristics of which (amplitude and
frequency) are unknown. The geometrical position of the source is known (given by
coordinates). At some fixed points (given by coordinates), there are sensors that receive the
feedback of the signal, which is carried out by the source. It is necessary to determine the
characteristics (amplitude and frequency) of the source according to the known indicators
of the sensors that receive a signal response within a certain period of time.
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An optimization mathematical model is proposed for determining the amplitude and
frequency of a point source of a sound signal, based on experimental data obtained by
sensors. The model is as follows:

T;nd

F(A, f):%z / ( (A b) — expe“me“tal(t))zdt — min, (13)

i=1 Tbeg

with restrictions in the form [38—40]:

(A f t) — (A f xsensor sensor t)
0<Teg<T€nd<T i=1,ntel0;T);
22U /o = ¢ (92U /9x? + 02U /9y?), y
Q= (x,y) €lab] xc;d], a,bcd eR; (14)

(aU/aﬁ) =0, te[0;T];
U(A/ f’ xSOT/H’CC’ ySOMTCCI t) — A Sin(ZTL’fl‘).

Initial data for conducting numerical experiments (13) and (14): Source position: (0.5;
0.5). Number of sensors—8. Computational area is unit square. Finish time T = 1.5. Sensor
positions: (0.5333; 0.0667), (0.7167; 0.9167), (0.4500; 0.1167), (0.1500; 0.3500), (0.3167; 0.8500),
(0.1000; 0.2833), (0.8667; 0.5167), (0.4167; 0.9000).

Figure 8 shows the main simulation results for (13) and (14) by the finite difference
method. For optimization (13), a classical genetic algorithm was used. The computational
grid—60 x 60 nodes, the number of bits for encoding in the genetic algorithm—uw = 32. The
number of iterations of the classical genetic algorithm—100. The number of computational
experiments—>5. Classical existing methods were used to find the numerical solution of the
hyperbolic equation—the method of finite differences and finite elements [41-43].

Based on the results of computational experiments, it was found that the classical
algorithm finds a numerical solution to the problem posed fairly accurately. The found
values are A = 0.033334; f = 9.0000154. The real values of the parameters A and f are 1/30
and 9, respectively.

Functlon of optimization
x10~

2.5 —=—Numerical Test #1|
: —#+—Numerical Test #2
g Numerical Test #3
-‘—IU 2 —w—Numerical Test #4|
[N —p—Numerical
al.5
(o]
Ha)
P
9] 1
[=]
=]
c7)
0.5

Iteration

(@)

Figure 8. Cont.
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Figure 8. Convergence (13) of the classical genetic algorithm: (a) first 20 iterations; (b) last 20
iterations).

The mathematical model (10) and (11) can be used in the study of elements and
structures to determine defects, for example, microcracks and potholes. Models (10) and
(11) can be easily modified to study ultrasonic processes in three-dimensional objects of
complex shape.

3.3. Mathematical Model for Determining the Velocity of Propagation of Sound Waves in Solids

The mathematical basis for the study of such processes is the second-order wave
equation of mathematical physics. Next, we will consider the equation in the area G C
R" [44-46]:

U (%, ¢t " QPU(R, ¢ —
% = CZZ % +f(x, t), (15)

where
X = (xl,xz,...,xn) cR", te [O/Tfin}/

X; € [ai,bi], a; € R, bi eER,G= [ﬂl,bl] X [a2,b2] X ... X [an,bn], i=1,n.

Basic designations: x;—spatial coordinate; n—dimension of space; X—coordinate
vector; t—time; U—desired solution of the model; c—sound velocity in the medium;
Tiy—finish time.

The initial conditions for (15) are as follows [45]:

U(x,0) = g1(x), U(x,0) = ga(X%)- (16)

The boundary conditions for (15) and (16) are set depending on the formulation of the
problem and correspond to a specific physical process. As an example of the propagation
model of wave processes that are carried out by a point source, let us consider a direct
model, which is described by the equation:

Q?U /3t = U/ 9x* + U /Iy, 17)
(x,y) € [0;1]% t € [0;2].
The initial conditions are:
U(x,y,0) = U(x,y,0) =0. (18)

The boundary conditions are [45]:

aU /om|; =0, t > 0. (19)
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The internal condition is:
U(0.5;0.5;t) = 30 'sin187tt, 0 < t < 0.2. (20)

Internal condition (20) sets harmonic oscillations, which are carried out by a point
source directly inside the object under study.
Figure 9 shows the solutions of the mathematical model (17)-(20).

Solution for t=0.16 Solution for t=1.26

U(x,y,t)
o

-0.02

Figure 9. Numerical solution of the mathematical model (17)-(20) at different times.
The task is to find the global minimum of the quadratic function [46—-48]:

end
T

1& experimenta 2 .
F(c) = EZ / (si(c,t) — s ! l(t)) dt| — min, (21)

be
Ti 8

where c—velocity of propagation of sound waves in the medium; s;(c, t) = U (x"", y5"*",

t),0 < Tl.bEg < Tf”d < T, i = 1,n, and the restriction on (21) is the wave equation and
describes the process of propagation of sound waves:

02U /ot* = v*Al, (22)
which is considered in the computing area QO = (x,y) € [a;b] x [c;d], a,b,c,d € R, and

t e [0;T].
The initial conditions for (22) are as follows [48]:

U(x,y,0) = Us(x,y,0) = 0. (23)
The boundary conditions are as follows:
ou/on|, =0,t € [0; T]. (24)
The internal condition is:
UL (xOMTee, y*0Mrce 1) = Asin 27t ft. (25)

The initial data for model (21)—(25) are the same as for other models of inverse problems
of ultrasonic testing.

Table 2 contains numerous results of computational experiments of model (21)—(25)
using the classical genetic algorithm. The number of bits for encoding—32, and the total
number of genetic algorithm iterations—100.
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Table 2. Convergence (21) in model (21)-(25) using the classical genetic algorithm.

Iteration Value (21) Iteration Value (21)
1 4.05116296 x 107° 70 1.78558303 x 1013
5 2.43795886 x 10~° 75 1.04036629 x 1013
10 1.39653308 x 10~° 80 6.67451567 x 1014
15 7.86654197 x 10~° 85 3.71148666 x 10~14
20 437072926 x 10~° 90 2.18322134 x 10714
25 2.78290865 x 10~° 100 1.21550930 x 10~ 14

Wave processes in any investigated objects have the property of damping; therefore,
instead of (25) it is advisable to use [45,49,50]:

PU(T L) o PU(T t) " 9U(X, ) _
S AR Vi oo +fyi); —ox T/ED (26)

where y—wave attenuation coefficient. In this case, taking into account (26), model (21)-(25)
will contain function (21), which will depend on two variables ¢ and +.

Control system. The Institute of General Energy of the National Academy of Sciences
of Ukraine has developed a system for ultrasonic testing of objects of complex geometric
shapes [37] (Figure 10), the main technical characteristics of which are given in Table 3.

Figure 10. Photo of the developed main unit of the ultrasonic control system.

Table 3. Main technical characteristics of the ultrasonic control system.

Radio Pulse Filling Frequency, MHz 0.1...10.0

Pulse duration 1... 16 periods of filling oscillation
Amplitude value of voltage on emitters, V 0... 10 atload 0.5 Oy

Input impedance, kOhm >3.0

Maximum output voltage, V 10

Amplification coefficient 4000

Experimental results. For the experiment, the samples used (Figure 11) were provided
by the Ukrainian Research Institute of Aviation Technologies and made of aluminum-based
alloy.
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Figure 11. Photo of the test sample: (a) top; (b) from below; (c) from the side (the frame marks the
area where the crack is).

To determine the velocity of wave propagation, a marking was applied to the part
(Figure 11, points 1 and 2). The transducers were placed at the given points and an
oscillogram was taken (Figure 12). Signal parameters were determined using the markup
on the oscilloscope screen.

Figure 12. Oscillograms of signals: (a) during the study of the wave velocity; (b) with connected
converters.

Here are the main characteristics of the measuring instruments and auxiliary equip-
ment that were used in the study of the various samples by ultrasonic testing. Electronic unit
BG-219v1 for generating and receiving radio pulse signals: Filling oscillation frequencies—
0.1 MHz, 0.25 MHz, 0.5 MHz, 1.0 MHz, 1.25 MHz, 2.5 MHz, 5.0 MHz, 10.0 MHz. The
duration of the radio pulse—1 ... 16 periods of filling oscillation. The repetition rate of
radio pulses—1 ... 100 Hz. The amplitude of the radio pulses—0 ... 10 V. The output
impedance of the radio pulse generator—0.1 ... 0.5 Ohm. The amplification coefficient of
the receiving amplifier—4000. Microscope MBS-9: magnification, multiplicity—3.33 ... 100.
Linear field of view, mm—39.3 ... 2.4. Working distance of the microscope—64 mm. Light
source—lamp 8 V, 20 W. Oscilloscope digital storage GDS-71102 with bandwidth 100 MHz;
number of channels—2. Maximum sampling rate—250 MHz. Memory capacity—4 KB
per channel. Sampling modes: sampling, peak detector (>10 ns), averaging (2 ... 256).
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Interface—USB 2.0 for control and data connection. Sample dimensions—255 x 75 x 1 mm.
Sizes of artificially grown cracks in riveted joints—length: 17 mm, depth: 1 mm (for the
entire thickness of the sample), crack opening: 0.05-0.1 mm.

Determination of wave propagation velocity. The signals obtained experimentally are
shown in Figure 12. The time it takes for the signal to pass from the emitter to the receiver is
14 ps, t = 13.2:107° 5. Next, the converters were connected (Figure 13) and the oscillograms
were taken (Figure 14) to determine the total signal delay time in the waveguides of the
emitter and receiver [51].

CHi~ 5.0V  [MEk® 266my  Time 2.080us @8.150us :
(a) (b)

Figure 14. Oscillograms of signals when passing through: (a) defect-free area; (b) sample area with a

CHi~ 5,00y MR 1,000 Time 2.000us  ©48.240us :7.

crack.

The time it takes for the signal from the transmitter to reach the receiver is 7 mi-
croseconds. So, the delay time t; = 7-10° s. Therefore, the wave velocity in the sample,
v=L/(t—ty),is:

v=0.02/(13.2-107% — 7.107%) = 3225 m/s.

Figure 14 shows oscillograms of the signal when passing through defect-free areas and
the area with a crack. The measured amplitude and delay of signals are given in Table 4
(2U,,—double amplitude).

Table 4. Received signal parameters.

Parameter Defect-Free Area Area with Crack
t,s 13.6:10° 14.4-1076
2U,,, V 5 0.5
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3.4. Comparative Analysis

The general strategy of this research and comparisons of the results (modeling and ex-
periment) are presented in Figure 15. Each physical computational experiment is performed
according to this scheme.

Connecting device Setting signal Connecting the device
to the network —> generation parameters —> to a PC with USB
Signal transmission Receiving response
using ADC l——— of the generated signal [ €——— Signal generation
(with USB) to PC by the device

Transferring of the Obtaining the original Analysis of the obtained
generated signal to the —> signal and comparing it — results and their

mathematical model with the response signal comparative analysis

Figure 15. General strategy of data generation and processing on a PC in order to verify the mathe-
matical model for determining the signal response.

To increase the reliability of the received signals, multiple studies were carried out
according to the strategy shown in Figure 15. The obtained experimental data were
averaged, which made it possible to minimize the influence of interference such as white
noise. The generated signals were transmitted using an ADC via a USB connection to a PC
and had the form shown in Table 5.

Table 5. Generated experiment data.

Point 1 2 3 998 999 1000
Experiment 1 0.0475 0.0475 0.0475 —0.0170 0.0475 0.0152
Experiment 2 —0.2106 —0.2428 —0.2428 —0.2751 —0.3074 —0.2751
Experiment 3 —0.2106 —0.2428 —0.2106 —0.2428 —0.2428 —0.2428
Experiment 4 0.0152 0.0475 0.0475 0.0475 0.0152 0.0152
Experiment 5 0.0798 0.0475 0.0798 0.0475 0.0798 0.0475
Experiment 6 —0.0493 —0.0170 —0.0170 —0.0493 —0.0815 —0.0493
Experiment 7 0.0152 0.0152 0.0152 0.0152 —0.0170 0.0152
Experiment 8 —0.0493 —0.0815 —0.1138 —0.0815 —0.0815 —0.0815

Table 5 contains data about the signals generated by the developed ultrasonic testing
device. The number of experiments performed was eight. A graphical representation of the
generated signals and their average values are shown in Figure 16.

Figure 17 shows the response signals obtained when passing through a crack in the
object shown in Figure 11.
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Figure 17. Graphical representation of smoothed response signals in the vicinity of defects (cracks) for
experimental tests with generated signals, which are shown in Figure 16: (a) each test case separately;
(b) average result.

The developed mathematical models were verified. For this verification, we used
the results of physical experiments. We compared signal responses obtained from ex-
periments and calculated by the mathematical model (the specification of the generated
signal is shown in Figure 16b). The comparison results are shown in Figure 18. The signal
responses obtained in the experiments and modeling have small deviations. Therefore, the
mathematical models are acceptable for practical application.

x10”}

: 5 5 —Real_Signal
o TN O ——— - SO—; SR —Modelling_Signal

U_get (t)

Figure 18. Graphic representation of the response signal obtained as a result of passing the generated
averaged signal (Figure 16b) through the model of ultrasonic testing.

4. Conclusions

A method and mathematical models of direct and inverse problems of ultrasonic
testing and diagnostics of complex metal structures for defects were developed and tested.
A prototype of a system for magnetostrictive control of elements of the objects under study
was manufactured and experimentally tested. Mathematical modeling of ultrasonic testing
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processes using MATLAB and the COMSOL Multiphysics software was carried out. The
adequacy of the mathematical models was verified by the comparison of their results
with physical experiments. Information support and a corresponding methodology were
developed, which ensure the functioning of control facilities for these objects based on the
small-aperture MSTs.

It was experimentally established that the amplitude of the signal passing through
a crack size of 0.05-0.1 mm decreases by almost ten times, which makes it possible to
use the MSTs to find such defects. The change in the delay time due to the change in the
propagation velocity of the signal inside the crack (in the above experiment the delay was
0.8 us) can be used to find the crack size.
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