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Clustering [1] of biological samples using Principal Component Analysis (PCA) [2] is 

important for simplifying complex data, revealing hidden structures, and enhancing the interpretation 

of biological patterns. This approach supports more informed research and decision-making in 

biology and medicine. 

In K-means clustering [3], each data point xi is assigned to the nearest centroid ci based on 

the Euclidean distance [4] which is demonstrated within formula 1. Formula 2 shows how the 

centroids [5] are recalculated as the mean of all points assigned to each cluster. 

                                      ⅆ(𝑥𝑖 , 𝑐𝑗) = √∑ (𝑥𝑖,𝑝 − 𝑐𝑗,𝑝)
2𝑛

𝑝=1
                          (1) 

 

                                        𝑐𝑗 ′ =
1

|𝐶𝑗|
∑ 𝑥𝑖𝑥𝑖∈𝐶𝑗

                                                 (2) 

Figure 1 shows an example output for K-means clustering, illustrating how data points [6] are 

grouped into clusters with distinct centroids. 
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Fig. 1. Example output for K-means clustering [7] 

 

PCA (Principal Component Analysis) is a dimensionality reduction technique that transforms 

data into a new coordinate system, where the greatest variance lies along the first axis, the second 

greatest variance along the second axis, and so on. It helps reduce the number of features while 

retaining as much variability as possible. 

PCA is a versatile technique that not only reduces dimensionality but also enhances data 

visualization and interpretation. By identifying the most significant components of variance, it allows 

for a clearer understanding of the underlying structure of complex datasets, aiding in more efficient 

decision-making and analysis. 

Figure 2 shows an example of PCA, illustrating how the data is transformed into a new 

coordinate system [8], reducing its dimensionality while retaining the maximum variance. 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Example of Principal Component Analysis [9] 
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PCA is used in biology to analyze gene expression data, helping to reduce the complexity of 

high-dimensional datasets and identify patterns or relationships between genes. PCA was applied to 

a dataset [10], replicating the separation of brain tissues, cell lines, and hematopoietic tissues from 

all others in the first three principal components (PCs), as reported by Lukk et al. However, the 

analysis revealed different orientations of these three PCs. The fourth PC is associated with liver and 

hepatocellular carcinoma samples, in stark contrast to the noise association reported by Lukk et al. 

Figure 3 shows PCA-based analysis of the large-scale structure in gene expression data, with 

the classification into 7 color-coded groups. The sample distribution among these groups differs, 

illustrating the variability introduced by different sample compositions. 

In terms of liver-specificity, the detection of a liver-specific signal in PC 4 is critically 

dependent on the number of liver (cancer) samples included in the analyzed dataset. A reduction in 

the number of liver (cancer) samples to 50 or 60% completely erases any liver-specificity in PC 4. 

This highlights how the composition of the dataset impacts the PCA results, as the observed 

difference in PC 4 between the Lukk dataset and used in the study dataset can be attributed to the 

higher proportion of liver (cancer) samples in our dataset. In the Lukk dataset, the proportion of liver 

(cancer) samples is only 30% of that in second dataset, explaining the observed contrast in the liver-

associated signal. 

Thus, the number of liver samples included in the dataset significantly influences the 

identification of liver-related patterns in the PCA, with smaller proportions of liver samples 

potentially masking the liver-specific signal in higher PCs. 

In conclusion, this thesis explored the concepts of clustering and PCA, highlighting their 

significance in data analysis. Clustering helps group similar data points, while PCA serves as a 

powerful dimensionality reduction tool, simplifying complex datasets while preserving key patterns. 

An example from biology demonstrated how PCA can be applied to gene expression data, revealing 

meaningful insights into the structure of tissue samples, such as brain tissues, cell lines, and liver 

cancers. By understanding and applying these techniques, we can uncover underlying relationships 

in biological data, ultimately advancing research and diagnostics. 
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Fig. 3. PCA based analysis of the large scale structure in gene expression data [10] 
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