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The work is devoted to solving important scientific and technical
problems of formation of the optimal method of mean-square linear
extrapolation implementations of vector random sequences of any number of
known values used for the forecast. The resulting method, in contrast to existing
solutions prediction problem, take full account of a priori information about the
target sequence for each component. Forecast model is synthesized based on the
linear vector of the canonical decomposition of the random sequences. The
formula for determining the mean square error of extrapolation, which allows
us to estimate the accuracy of solving the problem of the prediction by the
proposed method for some fixed number of known values and components of the
vector sequence. The paper also shows a block-diagram of an algorithm for
determining the parameters of the proposed method.
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algorithm extrapolation

The solution of many actual scientific and technical problems associated
with the use of algorithms and extrapolating devices, which are known ie
observable part of the process make it possible to estimate the unknown
inaccessible part of it. In particular extrapolating algorithms used in automatic
control systems and objects inertial systems with delay. Exceptionally widely
spread algorithm linear prediction vocoders used in modern digital
communication systems, in the compressed audio and video signal [1]. It is also
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widely used predictive algorithms based on neural networks, Kalman-Bucy
filter, group method of data and some others [2-16]. However, despite this
diversity, the need for high-speed, robust and highly accurate algorithms and
devices of the forecast continues to be relevant in the present and in the future.

Assume that the random vector sequence X = DX 0% ()X () in the
study a number of points =11 given full matrix functions MIX @] h-1H,

=11 MG vi=1T, 20=1H |t js necessary to synthesize a method of

predicting the future values of a random sequence X of known

i=1k k<Il,h=LH

values* (- , Which are obtained by measuring the target

sequence on the observation interval [t-t].
Method, in contrast to existing solutions prediction problem, take full
account of a priori information about the target sequence for each component.
The most universal method in terms of the restrictions that are imposed on
the predicted sequences is the algorithm of extrapolation [17]:
M[X, ()], k=0,i=11I,
g (i) = gm0+ [ x, (k) =miset D () |
xoi) (1), h=LH, i=k+1]1.

(1)
In the expression (1) " #“t¥ - number of components in the section .
The parameters of the algorithm (1) are elements of the canonical

decomposition:

X, (i) =M[ X, (i)]+ L VD00 (i),
h=1H,i=11. _ (2)

h=LH,i=1l; (3)
DY =D, (1)
D" =D, (u)—zh: > D [ (u)]2
h =;i ,:i1=7; (4)
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Expression (1) in the framework described in the canonical decomposition

(2) the probability linear relations of sequence X allows to get the best result

(),l_k+1l h=1H.

in the mean-square values of extrapolation * However, the

full properties of the target sequence X in (2) takes into account only for

, h<H

component (for it is not used in the formula (2) of interrelation

communication X+ with {Xhﬂ'}’j:LH—‘h) and, thus, only this component results
extrapolation algorithm (1) can be considered strictly optimal for the available
capacity of a priori information about the investigated vector random sequence.
For other component characteristics estimation accuracy (1) can be improved by
increasing the amount of a priori information, which is used for the forecast.

In order to eliminate this disadvantage use to generate a extrapolation

algorithm a canonical decomposition [18-20] sequences X with full
consideration of interrelation connections for each component:
X, (i) =M[ X, ( i]+§iv§’~>¢;3‘>(i)+

v=l A=1

+Zv“><pgf> Ji=11.

(6)
Elements of the expansion (6) are given by:
VA =X, (v)-M[X,(v)]-

"
v,f“(p;:)( - zv“> ) (v)v -1
=1 j=1 =1 (7)

_H . . , A (8)

D,(v) ML% '
9)
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xM[ X, (i) ];]Z;DJ ol (v) el (i)
S0, (1)) ()l (), A=Th, v=Ti

The coordinate functions #+ (): h4=1H, vi=11 are characterized by the

following properties:
0, i<v.
sV : (10)

Block diagram of the algorithm for calculating the parameters of the
canonical decomposition (6) is shown in pic. 1.

( Begin )
v
X, X, ()],
i,j=11; v,p=1,
v
l v = |
N
v
| A=1 |
\ 4
Calculation D, (v)
[ i=v,n=n+1 |
Yes : No
h<H
v
Calculation Lp,(,j“)(i)
I h=h+1 |
| i=i+1 |
e
A 4 A
h =l | I h|=l
No A Yes
A<H
y
I v =v +1 I
Yes A No
v/

( End )
Pic. 1. Block diagram of the algorithm for calculating the parameters of
the canonical decomposition (6)
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Suppose that at time#=1 known value *:(=%®) of the first component
X} sequence X and thus knows the value of the random coefficient
V(l)_v(l) V(l)_x1 MI:X :'

Substituting %’ into (6) gives:

X (i M[X :' (xl(l)—M[X (1)])(/%%)( )+
+ZV o (i)

H
Zv(f) (A) Zv(f) (A) i=11.
v=2 A=1 (11)

i-1

X (1) =X, (i1 (1) a posteriori random sequence in which the component

%} passes through the coordinate* @ at time #=1.
Application to the operation of the expectation (11) provides an estimate
of the future value:

mi ()= MX, ()] + (6 @ -M X, )i} (). (12)

Let us consider the value %@ of the same implementation. For it is the
expansion (11) that allows you to specify the value of the coefficient V=" =¥ In
view of (12) the expression for the coefficient V' can be written as:

V8 =x, (1)—m{* (1). (13)
that allows to record:
m(“) m(“) +|:X m(“) ] (2) . (14)

With a further increase in the a posteriori information is used to forecast
the resulting pattern gives a generalization of extrapolation algorithm for an

arbitrary number of measurement points
M[X,(@)], #=0;

2 05 () (]2,
méD (i) =4 121, u=Lk, i=k +11;

Ml () [ () =m0 () ] o (i),
I =1, u=1k, i=k+1,1. (14)

M @) = M| X, @) /%002 =L H,v =1 u=Lx (), i =11 ], hoTH, izk1 . optimal for the

criterion of the minimum mean square error of the forecast estimates of future
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values of the target sequence, provided that the values of
x,(v), A=LH, v=Lu-1 x,(u), j=11

The first expression of the algorithm (15) corresponds to the case where a
posteriori information is not provided, in the second ratio consistently
recurrently known value is accounted for vector random sequences for the fixed
time, and the third expression moves to the next point in time for the further
accumulation of information, which is used to forecast .

The mean square error of extrapolation algorithm (15) is given by

B0 (1) =Dy, (1)~ 3V (1)~ XV lp 1), =Ko

In the paper is formed prediction algorithm vector random sequences.
Method well as the canonical decomposition, put in its basis, fully take into
account for each component of all known information about the target sequence.
This ensures the absolute minimum mean square error linear prediction for an
arbitrary component. It is also an expression for the mean square error of
extrapolation, which allows to evaluate the quality of solving the problem of
forecasting for any number of dimensions and the number of components of the
study of vector random sequences.
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Crnoco® onTUManbHON JIMHEMHOW SKCTPAIOJSIMM BEKTOPHBIX CIyYalHBIX
MOCJIEA0BATEILCTB C MOJHBIM PACCMOTPEHUEM KOPPEISIMOHHBIX COEAUHEHUM
I Kaxkaoro komnoneHTa. M. A. Atamaniok, O. I1. Konaparenko

Paboma noceawena pewenuro 8adMCHuLIX HAYYHO-MEXHUYECKUX 3a0ay
dopmuposanus OnNMUMAILHO20 Memood CPeOHeK8AOPAMUYHBIX —JTUHEUHBIX
IKCMPaANOJAYUOHHBLX peanuzayuil BEKMOPHBIX CYYAUHBIX
nocneodosamenbHocmel 1100020 YUCIA U3BECMHbIX 3HAYEHUL, UCHOTb3YEeMbIX OJis
npoecrnosa. llonyuenuviti memoo, 6 omauyue om npoodIemvbl NPOSHOIUPOBAHUSL
CYWecmayouwux peuleHutl, NoJHOCMbIO YYUmblédem anpuopHyo UHGOPMAayuro o
yenesol nociedo8amenbHoCmu 0jisl Kaxrcoo2o komnonenma. Ilpoenosnas mooenw
CUHmMe3UPYemcsi HA OCHOBE JIUHEUHO20 BeKMOpPAd KAHOHUYECKO20 PA3I0NCEHUs.
CAYUAUHBIX nocieoosamesibHoOCmell. Dopmyna onst onpeoenenust
CPEOHeK8aAdpamu4eckoll  OwuOKY  IKCMpPAnoiayuu, Komopas. no360.Jsem
OUEHUMb MOYHOCMb peleHUss 3a0ayu NPOSHO3UPOBAHUS NPEOSIONCEHHIM
MemoOoOM OJisl HEKOMOpPOo2o (QUKCUPOBAHHO20 YUCAA U3BECMHBIX 3HAYEHUU U
KOMNOHEHM B8eKMOPHOU nociedosamenviocmu. B pabome maxoice nokazaua
ONI0K-cXema — aneopumma Oas  OnpeoeileHUus napamempos npeodioHCeHHO2O0

mMemood.
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Cnoci6 onTuManbHOI JHHIAHOI EeKCTpamnojsAlii BEKTOPHUX BHIAJIKOBHUX
MOCITIIOBHOCTEH 3 TIOBHUM PO3IISJIOM KOPEISAIIHHUX 3'€HAHD I KOXKHOTO
koMmnoHeHTa. [. A. Aramaniok, 1O. I1. Kongparenko

Poboma npucesuena supiuiennio 8axiciusux HAyKO80-mexHiuHUx 3a60aHb
GdopmysanHs  ONMUMATLHOZO ~ MemOoOdy  CepeOHbOKBAOPAMUYHUX — JIHIIHUX
eKCMpPanonayioHHUX peanizayitl 6eKMOPHUX BUNAOKOBUX NOCNIO08HOCHeEl OYOb-
AK020 YUCNA 8IOOMUX 3HAYEHDb, BUKOPUCTNOBYBAHUX Ol NpocHo3y. Ompumarutl
Memoo, Ha GIOMIHY 8i0 NpobAeMU NPOSHO3YBAHHS ICHYIOUUX PilleHb, NOBHICNIO
8paxoeye anpiopuy iH@opmayilo npo Yitbo8y NOCAIO0BHOCMI Ol KONCHO2O0
Komnonenma. Ilpoenosna modensb cuHmMe3yEMbCs Ha OCHOBI NIHILHO20 8eKMOpa
KAHOHIYHO20 PO3KIA0AHHA BUNAOKosux nociioosHocmeu. Dopmyna 0na
BUBHAYEHHSl CePeOHbOKBAOPAMUYUHOI NOMUIKU eKCmpanoisayii, aKka 0038015€
OYIHUMU MOYHICMb PileHHs 3a0a4i NPOSHO3Y8AHHS 3aNPONOHOBAHUM MEMOOOM
01151 0esik020 (PiKcosano2o HUCIa 8i0OMUX 3HAYEHb [ KOMNOHEHM 6eKMOPHOL
nocnioogHocmi. Y pobomi makoxc noxkazama O10K-cxema ancopummy OJis

BU3HAYEHHA napamempie 3AnponoHOBAHO2C0 Memoc)y.
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