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Abstract  
 
In the article, due to the use of entropy-informational analysis, the statistical parameters of the biological system, the 
degree of its entropy of absolute and relative organization, which is represented by the live weight of dairy cows, have 
been studied. It has been established that biological systems, regardless of the breed factor, become more ordered at 
the age of nine and fifteen months, as well as at their birth. It has also been proven that cows of the Ukrainian black-
and-white dairy breed have lower values of unconditional entropy, that is, entropy tends to zero, and the system 
becomes more orderly. Thus, animals with high levels of ordering of systems in terms of live weight, respectively, will 
have a high degree of ordering of systems represented by the main indicators of milk productivity. This can serve as a 
kind of marker when predicting it. 
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INTRODUCTION  
 
The processes of system development in define 
direction can be modeled by the exploring 
information transfer mechanism. Whereas it 
gives opportunity to clarify the mechanisms of 
system progress inclusive of its amplification, 
orderliness and organization degree increase 
(Gill, 2010; García-Garibay, 2010; 
Merkyryeva, 1989).  
Entropy in general is the degree of uncertainty, 
any system disorderliness, it is some degree of 
chaos, disorder expression. Entropy in the 
context of selection is a capability to show 
variability in time under the influence of 
probable factors (Shennon, 1963).  
Compared to immunogenotypic analysis that 
allow to estimate only by the alleles of blood 
types and protein polymorphism types, EIA 
takes into account also heterozygosity or 
homozygosity by the basic features of 
selection. It gives an opportunity for deeper 
evaluation of the population variability that is 
useful while predicting of productivity – 
selection planning (Gill, 2010; Halushko, 2009; 
Karateeva, 2013; Pidpala et al., 2018). 
In recent years, many statistical approaches 
have been proposed for detecting gene-gene (G 
x G) interactions, including numerous methods 
based on information theory, inspired by the 
concept of entropy. 

They are considered to be especially powerful 
and, because of their non-linearity, they are 
better able to capture non-linear relationships 
between genetic variants and / or variables. In  
addition, the presented estimates based on 
entropy are fundamentally different in their 
design and even in the basic definition of 
interactions (Ferrario & König, 2018).  
Kwon et al. (2014) used IGENT, iNTeraction 
method based on GEnome information theory. 
IGENT is an efficient algorithm for detecting 
genome-wide gene-gene interactions (GGI) and 
gene-environment interactions (GEI). And it 
was found that entropy-based gene interaction 
(GGI) analysis reveals much of the unexplained 
inheritance of complex traits. 
Malten & König (2020) modified an efficient 
method for the simultaneous detection of the 
main effects and effects of gene interaction 
which is the entropy-based IGENT method. 
This modification is based on conditional 
mutual information, subject to the equilibrium 
of links. The modified estimate is investigated 
in complex modeling based on five models of 
genetic interaction using entropy analysis. 
Stock-breeder's system concept has to include 
complete analysis of entropy qualities changes 
of biological systems of any complexity as they 
accommodate define number of information 
that indicative to particular population. The 
systems are bounded within these populations, 
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and for such systems the features entropy is 
growing or remaining the same (Gill, 2010; 
Kramarenko, 2005). 
Bio-computational gene grouping facilitates 
genetic analysis, sequencing, and structural 
analysis. To calculate the Shannon's entropy of 
DNA sequences of genes in the extraction of 
cluster genes that control milk production in 
dairy cows, Dehghanzadeh et al. (2017) used 
the Kulback-Leibler (KL) divergence equation 
which is based on the similarities and 
differences of nucleotides and different orders 
of relative entropy. The research results showed 
that exons with the maximum entropy value are 
suitable for genotype analysis using molecular 
markers, and both coding and non-coding 
sequences have low or high complexity of 
system organization. 
KL divergence can be used to cluster large 
gene sets of dairy cattle with other methods to 
group biologically significant gene sets 
(Dehghanzadeh et al., 2017). 
The relationship between indicators of milk 
production and genes associated with it was 
also studied by Dehghanzadeh et al. (2020). 
Entropy is a measure of the uncertainty of a set 
of information. In his study (Dehghanzadeh et 
al., 2020), which is based on the relative 
entropy of genes and exons, the Kullback-
Leibler divergence was calculated using the 
clustering of genes responsible for the milk 
production of cows. As a result of reseach on 
the study of metabolic pathways of genes based 
on gene annotations, it was found that the 
proposed clustering method gives correct, 
logical and quick results. At the same time, this 
method did not have the disadvantages 
associated with alignment, made it possible to 
take into account genes of actual length and 
content, and also did not require high memory 
for long sequences. Therefore, Dehghanzadeh 
et al. (2020) believe that the performance of 
their proposed method can be used with other 
competitive gene clustering techniques for 
grouping a biologically significant set of genes. 
Therefore, the proposed method can be 
considered as a method for predicting genes 
associated with performance indicators and 
genes with weak genomic annotations 
(Dehghanzadeh et al., 2020). 
Using entropy information analysis, Ruiz-
Marín et al. (2010) studied the etiology of 

complex diseases caused by a combination of 
genetic and environmental factors. Using sym-
bolic dynamics and symbolic entropy as a 
measure of gene dependence Ruiz-Marín et al. 
(2010) developed a new, simple, consistent and 
powerful test for detecting the genetic associa-
tion of biallelic / SNP markers. This test is 
based on entropy measures and avoids smoothed 
nonparametric estimates and is more efficient 
than Fisher's analysis, especially for a large 
number of markers (Ruiz-Marín et al., 2010). 
Borowska et al. (2018) used information theory 
as an alternative statistical approach to identify 
regions of the genome and candidate genes 
associated with economically useful traits of 
livestock. The following sperm quality 
variables were analyzed: CASA sperm 
kinematics (total motility, mean path speed, 
straight-line speed, curvilinear speed, 
amplitude of lateral head displacement, lateral 
beat frequency, straightness, linearity), sperm 
membrane integrity (plasmolem, mitochondrial 
function), the content of ATP in sperm. 
Entropy and conditional entropy were 
estimated for each SNP. Conditional entropy 
quantifies the remaining uncertainty about the 
values of a variable, taking into account SNPs. 
The most informative SNPs for each variable 
were determined. The results of the study 
showed that important regions of the genome 
and candidate genes that determine the variable 
qualities of bovine semen are located on several 
chromosomes. Scientists have proved the 
reliability of the effect of SNPs on some 
variables in the quality of Holstein-Friesian 
bovine sperm using entropy analysis 
(Borowska et al., 2018). 
Based on the assessment of the results of 
entropy-information analysis of the signs of 
milk productivity of Holstein cows, Pidpaloi et 
al. (2018), it was established the degree of 
organization and information content for 
Holstein cows of German and Ukrainian 
breeding of adjacent generations based on the 
characteristics of productivity, reproductive and 
adaptive ability of animals. The following traits 
were characterized by a high level of 
determinism: the content of fat and protein in 
milk in both Holstein cows of German and 
Ukrainian breeding (Pidpala et al., 2018). 
Thus, the use of entropy analysis to study the 
state of a specific biological system will 
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provide objective data on the influence of 
various factors on the level of performance 
indicators of animals. This, in turn, will 
improve the accuracy of assessing animals and 
will make it possible to predict various options 
for selecting animals for their further use in 
selection and breeding work. 
 
MATERIALS AND METHODS 
 
The object of research was the full grown cows 
of three breeds what are specific for South 
region of Ukraine (n = 189): Red Steppe Breed 
(n = 88), Ukrainian Black-and-white Dairy 
Breed (n = 52), Ukrainian Red Dairy Breed (n 
= 49). These cows belong to two lead farms in 
Nikolayev region: Red Steppe and Ukrainian 
Black-and-white Dairy cows to GP «PR 
Stepnoy», and Ukrainian Red Dairy cows to 
PSPH «Kozyrskoe». Body weight of newborn 
cows and three-, six-, nine-, 12-, 15-, and 18-
months cows was the subject to study. Entropy-
information manipulation of data was made by 
the generally accepted procedure in 
S.S Kramarenko version (Kramarenko, 2005).  
The measure of intrapopulation unconditional 
entropy of quantitative character was  
calculated using a formula: 

( )∑
=

⋅⋅−=
k

i
ii ppH

1
2log  

where:  
H - entropy of concrete statistical system; 
pi - probability (or frequency) of characteristic 
variability by gradations of variation series; 
k - quantity of probable system variants 
(characters). 
Maximum possible theoretically determinate 
entropy for this system stage is calculated by 
the formula: 

kH ⋅= 2max log  
where:  
Hmax - the degree of complexity or maximum 
system indeterminateness; 
k - maximum number of system conditions of 
the characteristic. 
The level of absolute system orderliness is 
calculated using a formula: 

HHO −= max  
The level of relative system orderliness is 
calculated using a formula:  

HHR /1−= max 

Entropy zero level demonstrates the highest 
orderliness. In determine systems level of 
relative entropy is high and reaches one. R = 0 
in completely disorganize systems. 
Two-factor analysis of variance was used for 
establishment of factors effect on the system 
organization. 
 
RESULTS AND DISCUSSIONS 
 
Ouma et al. (2007) used maximum entropy in 
search theory with an emphasis on heteroge-
neity among animals in terms of their live 
weight and its impact on adaptation to specific 
conditions of livestock management techno-
logy. The data obtained indicate the existence 
of heterogeneity in live weight and their 
adaptation to certain conditions. Thus, cattle 
with higher live weight showed better adapta-
tion to industrial technologies than animals 
with lower live weight (Ouma et al., 2007). 
Based on the entropy of Fukuda et al. (2013), 
an RBF neural network model was built to 
predict the weight of pigs based on the growth 
parameters of Landrace sows. The results 
showed that the RBF neural network modeling 
method using entropy analysis was an effective 
way to build a pig weight prediction model. 
Entropy removed the collinearity of the 
explanatory variables in linear regression 
analysis and allowed for predicting the live 
weight of pigs better than the linear regression 
model (Fukuda et al., 2013). 
At the same time, there are no data on the study 
of live weight of cattle using entropy and its 
main indicators. This technique will improve 
the accuracy of assessing animals and will 
make it possible at an early age to predict 
various options for selecting animals for their 
further use in their selection. This was the goal 
of our research. 
It should be noted that entropy level is variable 
within 1.597 ...... 3.228 bit by using body 
weight entropy-information analysis of cows at 
birth and in the age of three, six and nine 
months, and also in the age of 12, 15, and 18 
months. It means that range of variability is 
rather wide (Table 1). Absolute entropy by the 
body weight of Red Steppe Breed cows within 
the prescribed periods comes up to 2.165 .... 
3.228 bit, Ukrainian Red Dairy Breed 2.024 
...... 3.171 bit and Ukrainian Black-and-white 
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Dairy Breed - 1.597 ...... 3.179 bit. It shows 
system organization high level exactly at 

Ukrainian Black-and-white Dairy Breed 
representatives.  

 
Table 1. EIA of body weight variability (kg) of cows in the Southern Ukraine 

Cows age  n  Body mass entropy parameters of cows, bit 
H ± SEH Hmax O R 

Newborn  88 2.165±0.076 3.322 1.157 0.348 
3 months 88 3.228±0.039   0.094 0.028 
6 months 88 2.241±0.114   1.081 0.325 
9 months 88 2.222±0.111   1.110 0.331 
12 months 88 3.108±0.057   0.214 0.065 
15 months 88 2.733±0.086   0.589 0.117 
18 months  88 3.138±0.054   0.184 0.055 
Newborn  49 2.024±0.080 3.322 1.298 0.391 
3 months 49 3,044±0.061   0.278 0.084 
6 months 49 3.103±0.045   0.218 0.066 
9 months 49 3.090±0.049   0.232 0.070 
12 months  49 3.171±0.060   0.151 0.045 
15 months  49 3.073±0.052   0.248 0.075 
18 months  49 3.083±0.049  0.239 0.072 
Newborn 52 1.597±0.096 3.322 1.725 0.519 
3 months  52 3.084±0.071   0.237 0.071 
6 months  52 3.179±0.063   0.143 0.043 
9 months  52 2.814±0,010   0.508 0.153 
12 months  52 2.848±0.064   0.474 0.143 
15 months  52 2.991±0,066   0.330 0.099 
18 months  52 2.966±0.072   0.356 0.101 

Absolute and relative entropy in this group 
increases: O from 0.143 to 1.725 bit and R from 
0.043 to 0.519 bit inclusive. Animals with high 
indexes of the system orderliness by the body 
weight respectively will have high level of the 
system orderliness by main characters of milk 
productivity. It can be kind of marker in milk 
productivity forecasting. 
It has been noted that the tendency of 
orderliness degree increases at birth, and at the 
age of nine and fifteen months that is not 
depend on the breed, it is demonstrated by 
entropy low values of Red Steppe Breed 
(2.0165; 2.222; 2.273 bit), Ukrainian Red Dairy 
Breed (2.024; 3.090; 3.073 bit), Ukrainian 
Black-and-white Dairy Breed (1.597; 2.814; 

2.991 bit). The system becomes more organize 
in the end of growing period.  
As a result, presented biological systems by 
cows body weight generally by Antomonov 
classification (Antomonov, 1977) are found as 
the stochastic quasideterministic systems, as 
their relative orderliness is not more than 0.1, 
that points at their high separability during the 
stock breeding. 
Performed analysis of variance established that 
age factor or body weight period formation to 
61% (Р≤0.01) have essential influence on the 
dynamics of orderliness degree display during 
the whole cows growing period. It is not 
depend on the breed only (ηx2 = 1%), random 
factors have impact (38%) (Table 2). 

 
Table 2. Factorial conditionality of the entropy level of cows body weight 

Impact factors SS Df MS F p ηx2 
A - breed 0.224649 2 0.112324 1.293 0.310 1.0 

B - age  3.047053 6 0.507842 5.847 0.005 61.0 

Random factors  1.042297 12 0.086858   38.0 

Total variability 4.313999 20     
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CONCLUSIONS 
 
It is proved, that Biological systems that are 
presented by body weight of Red Steppe, 
Ukrainian Red Dairy and Ukrainian Black-and-
white Dairy cows belong to stochastic 
quasideterministic systems. 
It was find out that orderliness degree increases 
at birth, and at the age of nine and fifteen 
months. It is appropriate to use received results 
of different systems as accessory parameters in 
the selective stock breeding and in the milk 
productivity forecasting.  
It was deduced statistically significant factors 
influence on body weight formation during 
development: body weight formation period 
(age) dominates (to 61%) in comparison with 
breed factor - 1.0%. 
Thus, the obtained results make it possible to 
assert that the use of entropy-informational 
analysis in the selection of animals can be used 
as an additional indicator of their assessment 
for the main economically useful traits, in 
particular, their live weight. That will allow 
you to get a more accurate and complete 
assessment and predict their future live weight 
at an early stage of development. 
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