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Abstract. In this paper there was obtained an calculation method of the assess-
ment of the probability of fail-safe operation of information systems in the fu-
ture instants of time. The method is based on the algorithm for modeling a pos-
teriori nonlinear random sequence of change of values of the controlled parame-
ters which is imposed a limitation of belonging to a certain range of possible
values. The probability of fail-safe operation is defined as the ratio of the num-
ber of realizations that fell in the allowable range to the total number of them,
formed as a result of the numerical experiment. The realization of an a posterio-
ri random sequence is an additive mixture of optimal from the point of view of
mean-square nonlinear estimate of the future value of the parameter analyzed
and of the value of a random variable, which may not be predicted due to the
stochastic nature of the parameters. The model of a posteriori random sequence
is based on the Pugachev's canonical expansion. The calculation method offered
does not impose any significant constraints on the class of random sequences
analyzed (linearity, stationarity, Markov behavior, monotoneness, etc.).
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1 Introduction

One of the most important problems that arises constantly in the process of infor-
mation and communication systems service is the problem of the estimation of system
reliability with the following making decision about the possibility of its further ex-
ploitation on the basis of the information about possible failures in the future [1-5].
The problem becomes especially important in the case when information system is
used for the management of the objects that relate to the class of critical or dangerous
and under the threat of accident objects (aircraft, sea mobile objects, nuclear power
stations, chemical industry plants etc.) [6-8]. The forecasting of failures is the primary
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stage of the providing of the dependability of the systems of such class. However,
nowadays the problem of failures forecasting (in overwhelming majority cases) is
solved by means of informal methods and the decision about the possibility of de-
pendable exploitation of the corresponding information system is made on the basis
[9-11]:

— qualitative and quantitative estimation of its current state;
— the experience of the exploitation of the given and analogous information systems.

As far as information and communication systems (ICT) become more complicated
and also as far as there is the growth of requirements to the probability of their relia-
ble work, informal methods of making decision are becoming less and less effective.
Hence, the usage of stricter approaches to the estimation of the dependability and
reliability of ICTs functioning based on the quantitative estimations of future state of
experimental information systems is very important.

2 Statement of the problem

Accuracy of the obtained solutions for correspondent class of problems and the
time during which given solutions can be obtained are the most universal parameters
characterizing the quality of information system functioning. Stated parameters (accu-
racy and time) have stochastic character because of the presence of inner defects of
the system and uncontrolled external destabilizing factors. That’s why the problem of
the forecasting control of information system reliability can be formulated in the fol-
lowing way.

Without the restriction of the generality of the next calculations let us assume that
the state of the information system in exhaustive way is determined with scalar pa-
rameter X (accuracy or time of problem solution). The change of the values of the

parameter X in discrete range of points t;,i =11 is described by random sequence

{X}=X(i), i=11 . The values of the parameter X must satisfy the condition
a<x(@)<b, i=11 (1)

In the case of the crossing by parameter X the limits of acceptable area [a; b] the
failure of information system in the process of its functioning is registered. The state

of the system is controlled periodically in discrete moments of time t o M =1k by
measurement of the values X(x), #=1k of the parameter X where x(u), #=1k
is the realization of the random sequence {X} in the cut set t o M= 1,_k . It is evident

that for the segment of the time [t;;t ] the inequation a < x(x) <b, 1 =1,k must be
correct. Otherwise as it follows from (1) under

x(i)<a i=11



or
x(i)>b, i=1T

on the interval of examination [t;;t,] the failure would take place that would lead to
the suspension of the process of information system functioning.

The statement of the problem can be formulated in the following way: on the basis
of stated (measured) information about current values of the parameter X on the time
interval [t;;t,] the conclusion about the usability of the information system to exploi-
tation in future moments of time t;,i =k +1, 1 must be made.

Similarly the problem of providing of dependable functioning and forecasting of
the state of the technical systems or objects to the structure of which information sys-
tems or management-information systems enter in the form of components can be
formulated. Herewith the dependability of functioning and usability of such compli-
cated systems and objects certainly depend on reliability and fail-safety of all their
components..

3 Solution

Given that the value of the controlled parameter X changes randomly within the
forecast region, the probability of fail-safe operation becomes an exhaustive feature
of the safety of functioning of the information system examined.

PO (1) =Pa< XM (i) <b,i=k+11/x(u), u=1k}. Q)

The problem is thus reduced to the determination of the probability of non-falling
of  the realization of  the a posteriori random sequence

x () @i/ x(g), u :ﬂ),i =k+11 outside the limits of the permissible region [a;b].

In [12], [13] there was proposed an approach to the estimation of likelihood (2)
through multiple statistical modeling of possible extensions X (i),i = m,l :].,_L
of the random sequence analyzed {X} in the forecast region, verification for each
realization of condition (1) and calculation as a result of the required estimation ex-
periment P*(k)(l) =n/L (n is the number of successes). In this method, its canoni-
cal expansion [14] within the range of points analyzed is used as a model of the ran-
dom sequence t;,i :]j :

X(0)=M[X D]+ 3V, ()i =11, )
v=1l

where V,,v= L1 - random coefficients: M V,1=0M[V,V,]=0 for

v#u,MV,2]=D,;



@, (i).i,v= 1,1 - nonrandom coordinate function: @, (v)=16,(i) =0 under v>i.

Elements of the canonical representation (3) are defined by the following recur-
sions:

i-1 .
V(i) =X (i)-M[X ()]~ % Vo, ()i =11, )
i-1 -
Di = M[X2@)]-{M[X I} - 3. D,¢?(i),i =11; (5)
v=l

()= Di{l\/' X)X DH]=MIX(IM[X(D)] -

(6)

v-1 _
_Zle¢j(V)¢j(i)}vV=1: Li=v,I
j=

Tipping in the expression (3) of known values X (1) = X(x), £ =1k converts the a
priori random sequence into the a posteriori one:

i -
X® iy =m® @)+ > Vi @) i=k+1T, (7)
v=k+1
where m>((k) (i) - linear optimal, by the criterion of mean square minimum of predic-
tion error, estimate of the future value of the random sequence {X} at the point t;
according to the known initial values of k .

Expressions for finding m>((k) (i) have two equivalent forms of notation

MIX ()], if 4=0, i=L1;

() iy =

my/ (i) {m)((ﬂ—l)(i)_,_[x(lu)_m)((ﬂ—l)(ﬂ)]¢ﬂ(i), ,u:ﬂ,i:/l—"'l,“ ®)
or
) (i) = MIX )]+ S _ P
my’ (i) = M[X ()] + _Zl(x(y) MIX (e)]) f, (), i=k+1,1; ©)
j=
709 i) = { f;(zkil)(i)— PP W), w<k-1 10
A (1), p=k;

Formation of possible extensions of random sequence {X} by the expression (7) is to

compute estimates m>((k) (i),i =k +1,1 , generating one of the known methods of statis-



tical modeling of values of independent random coefficients V,,,v =k+1 1 with the
required distribution law and transforming of the values obtained by the coordinate
functions ¢, (i),i,v=k+11.

The calculation method of forecasting of fail-safe operation of information systems
on the basis of the model (7) covers a fairly wide class of random sequences (non-
markovian, non-stationary, non-monotonic, etc.), but this representation of an a poste-
riori random sequence is optimal only within the framework of linear stochastic prop-
erties, thus reducing significantly the accuracy of prediction of random sequences,
which have non-linear links.

The clearing of this trouble is possible through the use on the basis of estimation
method of the probability of fail-safe operation of an information system of nonlinear
canonical expansion of the random sequence [15], changing values of the parameter
controlled:

X () =MIX@1+ 3 3 VOdD )i -IT, (an
v=l1=1

Elements of the expansion (11) are determined by the following recursions:

VA = x4 (v)-MxA (i)~ bl sz) (v )—ﬂilvv(%g{)(v), v=11; (12)
j=1

wu=lj=1

D, (v) = MEX (v) - MIX ()31 - 53D, i () (V) -

717

(13)
—z D; (W) (v v=1T;
(i) = —=—MX* )X D] -M[X* )IM[X " ()] -
D,z( v) (14)
S i) gD i) - z D; (¢ )P ()}, 2=Lh,v =Li.
p=1j=1

In the canonical expansion (11) the random sequence {X} is represented in the range
of points analyzed t;,i =11 via N -1 the arrays {VM)} A=1N-1 of uncorrelated
centered random coefficients. V(}“) A= m i —1 I. These coefficients contain
information on the values X (I),ﬂ,=1, N —1,i :1,I , and the coordinate functions
qﬁéf) (i), 4,h :m, v,i :]j describe probabilistic links of the order A+h between

the sections t, and tj,v,i :]j.

Block-diagram of the procedure for calculating the parameters of the canonical de-
composition is shown in Fig. 1.



The concretization of values X% (W) = x* (W), A=LN-Lu= 1Kk allows to move
from the a priori random sequence (11) to the a posteriori one:

i N-1 J—
x®@)=mENDaiy+ ¥ X VAP @)i=11. (15)
v=k+1 1=1

The expression m>((k’|)(l,i) =M[X@ /X)), ] =1k,v=1N —1] is the conditional
expectation of a random sequence providing that values X" (j),v=LN-1, j= 1K are
known and the process analyzed is fully specified by the discretized moment func-

tions M[X* ()], M[X* ()X "(@)],.= A, h=LN-Lv,i=11.
The computing algorithm m%D @,i) = M[X2()/x" (j), j =Lk,v =1, N—1] has

two equivalent forms of notation [16]:
MIX @), u=0;
. _ . _ N,

m¢D (i) =1 mED i)+ (<! () - D 1, )l @)1 £ (16)

D () + (x(a) - N D @) g ), =1

or
k N-1
mEND @ i) = MIX ()] + I X (DRSO gy (-DIN-D+D, (17
where
a-1) (a-1) : 1.
P é):{a O-FP@n ) 1<at; s
7q (&), A=a;
(mody 3 (a)) .
aiND1a ([a /(N =1)]+1), for & <k(N -1);
() = e (19)

¢1(?o??(“|'\ﬁ§%)+)1(i), if £=(i-1)(N-1) +1.

The simulation procedure of the a posteriori random sequence (15) assumes that
densities of random coefficients Vi(l) A=LN-1li= Jj are known. The simplest and

the most effective solution to the problem of determining these one-dimensional den-
sities is to use nonparametric parse type estimates [17]. Together with this the esti-
mate of the required density of distribution f(\/i(/l)) of the random variable Vi(}“)

according to L ofits realization Vi(/ll) A=1L is represented as
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Fig. 1. Block-diagram of the procedure for calculating the parameters of the canonical decom-
position (11).




L
fLv) =i|219(u|), (20)

where U = dfl(vi(N) —vi(z\l)) ,g(uy) - certain weight function (kernel);

d - constant (blur coefficient).

The estimate (20) at all points of the determination region is obtained unbiased,
consistent and uniformly converges on the desired distribution density f(\/i(/l)) with

probability one, if the weight function fulfils the condition

+00
g(u)=0; sup|g(u)|<oo; lim Jug(u)|=0; [ g(u)du=1. 21)
u U—>to0

—00

The constant d is selected depending on the number of observations subject to the
conditions

d>0; Ilim d(L)=0; Ilim d(L)L=co. (22)
L—+o0 L—+o
When selected as the kernel function g(u) the uniform density distribution blur
coefficient is determined on the basis of the correlation

d= 0,5SL|Jp‘vi(j“) Y =2 (23)

Thus, the offered calculation method of polynomial predictive control of fail-safe
operation of information systems consists of the following stages:

— construction on the basis of the known a priori information
M [X’1 W], M[X ﬂ(v)X h M), =A4,h=LN-1v,i =11. of the canonical expan-

sion (11) of the random sequence of change of the controlled parameter X ;
— determination  from the formula (16) or (17) the values

KDy . Ve v a TN ]
My (@D =MIXO/x7(D), J=Lkv=1N-1] of the conditional expectation

of the random sequence analyzed within the forecast region [tis1-11 ] using the

V- _ — . e
known values X (Dv=LN-1j=1k on the observation interval [-t] ;
— multiple simulation of values of random coefficients

VA i =k+11,A=1N-1

under the distribution law (20) and formation using
the expression (15) of the set of possible extensions of the realization of the ran-

dom sequence within the forecast range [tisa-11 ] ;
— verification of conditions of non-crossing by the paths obtained of the bounda-

ries of the admissible region [a:b] of the controlled parameter change X and
determination of the estimate of the probability of fail-safe operation of the in-



formation system as the ratio of the number of successes to the total number of
the experiments conducted.

Increasing the reliability of the estimate of the probability of fail-safe operation on
the basis of the model (15) compared to (7) is achieved by using nonlinear stochastic
properties of the random sequence analyzed: there rises the accuracy of determination
of conditional expectation and reliability of possible paths of a random sequence in
the forecast region through the use in the process of simulation of an additional array

of random coefficients Vi(/l),i =k+1,1,4=2,N-1. The gain in accuracy can be

estimated using the expression:

m{EN D (@i) - m‘k)<n)\+{z z D, (N} () - z Djg? ()}

oK) j=lv=
Blab] = b_a . (24
Let a random sequence {X} in the discrete row of points tj, =11 is set by in-
stant functions: [X"K' (i-p ) X8 (i-p_ 2)..X§2 (i-p)Xx= (i)},

| N —
2 ¢j <N, p;=Li-1i=11. Decomposition of random sequence {X} looks like
j=L

[18],[19]:
_ -1 N-1 W _
X(i)=M [X (|)}+ 215% lV o (V)q)é‘l(l) (vii)+Vy (i)+
v=lg=
M@y p® ORETORNPT O
+2 X Z Z PIN Z \% o.pe. g(l)( )x (25)
v=l =2 p<'>_1 pm p, 412021 éﬂ(') g PLP |
W i), i=11
O g0, g0 (1) =
where

M Az if v<N,
(v)= N, if v=N:

p'(|) _ 0, if j¢1,|—1 or |=l,
SR VA I O e P

& =Nt - zlf“),u Ll.
J



The casual coefficients of canonical presentation (9) are defined by the expres-
sions:

v-1 N
Vi, (v)= X% (V)_M[xal(v)}_lzﬂg% N o (2)e 231)( v)- z Ve ®)
mpog "
vAM(2) pl” & g0

(0{1)
x@ V,V)— \% A)x 26
(1) ( ) EZ |§:2 p](lz)‘;l pl(l)lzzpl(l)z+1§1(%::1 §|(§=1 pl(l)"'pl(lf)l;él(l)"":gl(l)( ) (26)

() ) _
X ), v=11.
P g 0 (A7)

The coefficients V (v) which contain information about the values
ﬂl :Bn—lai

X (v=f1).- X% (v) are calculated as
Vo o (V)= XD (= Bog) X () =M [ X (v~ By )X (v) |-

_i (lz): (1)(}“)@('(% B a)(/lv)
A=1e0

vam@) p® ORI O R0

- X X Z DINFND) V(I) 0 0 5(!)( )
A=1 |=2 p(|)_1 p(')—p(')2+1§(')—1 é:(') =1 -Pi-

(Buyw-Bn_rie oo )(ll/)

€0p(|) o0 g - @

S

2 B B e e (V)
= 2p()_1 p(—)l p()2+1§f):1 él():l -1

(Brv--Prric sty )
xp o ph léz(ll) &0 (V V)_

o1 O R G )
~ o/ No4
X - X2 nZ v o™ p . §<n)( v)o o p”m% g%n) g(n)( V).
pV=1 p=pM1g™ O nL

In (27) parameters pf( yeens p:(_nl) f*(n) .,f::(n) are calculated by the following

expressions:



000 _ By it =100 =B, u=2n,

_ (28)
. V—l+u, if pg?lzﬁ*ﬂ_l,,u:zn.
o, it =18V =a" =2,
&m - i1 . (29)
! N-n+i-3 &V it &V zo® =20
j=1
The values ﬂ* w M =1n-1 a*i L :1,_n, are the indexes of casual coefficient

Vﬂ* 5 i (v) which proceeds V.. vion.a (v) in canonical decomposition
1P n-1:& 1&g -1

(25) for the moment of timet,, :

LB =B n=1n-1 a=a;i=1k-1 o'y = —1;

* Jfl * P —— [
a =N-n+j—-> aq, j=k+1n; if ¢ >1aj =1 j=k+1n;
m=1

2.8, =Buu=1k-1 By =f-L B j=v-n+]jj=k+ln-1 ' =N-n+i-
-1 . — — -

-Y o mi=Ln if o=Li=1np8 > [ 1+L ,BJ- =ﬂj,1+l;j=k+1,n—1;
m=1

3.8 P =0, a=0; Vﬁ*l'"ﬁ*n—l;a*l---a*n (v)=0, if ,Bﬂ =u,u=1Ln-1 ¢ =1i=1n.

The expressions for the determination of the dispersion Dal (v) , of casual coeffi-

cients V,, (v) are:

0, () =M[x )| -2 x ()] 5 5 0 (2) ol )] -

iy =
-1 5 () 5
_51(%;1 £ (V){(psi(l) (V,V)} -
v-am(a) pi" p e g0 (30)

-2 X X 2 - 2 Doo oo 0 0 (4)x

200
AL 1=2 p0a plh=pagla gha

2
() _
X{wp?)---Df')l;fl(')---fl(l) (M)} Vb



Dispersions D

B ity (v)of casual coefficients
e P13 O

defined as

Dy g v (V) =M X2 (v B 1) X7 (v) |-
v-1 N-1

M [ " (v=Fna)- Xal(")J 2 2 D ()

2 15(1) -1 1

2
y {q,%(zfll)n..ﬂnl,al,...an) ( M)} _

v-1M(2) pi) p e g0
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SO D MDY > .2 D 0,0 £0 (4)x
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2
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—X 2 e X X 2 Doy a0 (V)X
1=2p{=1 pl=p{lnagl=r g1 7

2
(Byyeefn n)
X{(/’pl(gll) o0 1;1) ?(l) (""’)} -

p*(n) p*(n) 5*(”) f*(n)

- Z Z Z > D o.M, g(n)( v)x
p(”)_l p(”)_p(n%+1gz(”) -1 f(") -1

2
(Bur--Progionr-an) _
X v,V ,wv=11
{wpl(n)---Dﬁ”)l;fl(”)---fn(n) ( )}

Voot sicaeey (V)

are

3D

The coordinate functions of canonical decomposition (25) are defined by the for-

mulas:

—to describe the relationship between the value

and X (i—by 1 )...X % (i)

X% (v)



¢l(ztl).l.'"bm—1;al"-am)(V,i): 1 {M |:Xal(v)xam (i—bm,l)-.-xal(i)J—

Dy, (v)
M X% (1) [ M X3 (g ). X2 i) |-
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X ¥ Do (A)ol (4v)eld ) (410)-
/1:151(1)=1 1 5\ &
051*1 . (32)
_ (o) by By 13803 (1, 1)
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vam@ el el g g

SDIED D V) 2 2D 002 (A)x
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(ar) (b1 By ) =
X Av Av)E, v=11.
O sy o) 8 (o)

— to describe the relationship between the value X% (v—f, 1)..X%(v) and
X8 (i=bpyg ). X% (i)

(by,byy 15808 1

(oﬁlv---ﬁn—l;alv-“an (V, I) -

5, ) {M [x“n (V= Bog ) X% ()%
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Tipping in the expression (3) of known values X (1) = X(x), £ =1k converts the a
priori random sequence into the a posteriori one:

X (i)=M [X (i)]’_m)((I—N+1,I—N+2,...,I—1;1,1...1,v) (Li)+

XX Ve (V)Wg)n (vii)+Vy (i) +

. , 34
i M) P el e g G4
DS SH SIS S S 5 Vo0 £ 0 (V)%
v=k+1 1=2 pl(l)_l Pu(')rpf')z+1§(')—1 5(') I R T
@ N oika1l
XO .y o (vil), T=kK+1 1
o). 0. 40 )
Values of conditional expectation are defined as

(x(i)=mP-Frva-av) (b b ra..an,i)



M [xam (i—byq). X2 (i)] v =0;

_m)((ﬁ*l---ﬂ*ﬂ‘l;a*l ------ a*n,V) (ﬂl---ﬂnfl; oq..0p, v):| X

X(i) = xpQ fn8Bn) (i) if g7 20,07 20, )

(n-1) (n-1). ' (n-1) £(n-1) P
m)((pl wPaig 3G ng V) (bl,,,bm_l;al...am,|)+[Xa” (V_ﬁn—l)“'

(n-1) '(nfl); (-1 '(n—l)yv .
XA (v)—m)((pl Prz it én-1 )(ﬁl...ﬂn_l,al...an,v)}x

..b 1A ... - . * *
xgo(ﬂ?lmﬁ:‘:ll;:llm?z)n (v,l), if 1=0,...,a ,=0.

Technology of predictive control of fail-safe operation on the model (35) is the
same as using the expression (15).

4 Conclusion

Thus, there we obtained an calculation method for the estimation of the probability
of fail-safe operation of information systems in the future instants of time. The tech-
nology is based on the model of the canonical expansion of the a posteriori random
sequence of changes of the parameter controlled. Estimation of the probability of fail-
safe operation of a information system based on the results of the numerical experi-
ments is determined as a relative frequency of an event characterized by belonging of
the realization to the allowable region on the forecast interval. The calculation method
offered does not impose any significant constraints on the class of random sequences
analyzed (linearity, stationarity, Markov behaviour, monotoneness, etc.). The only
constraint is the finiteness of variance that is usually performed for real random pro-
cesses. In contrast to the known solutions [12], [13] the suggested estimation proce-
dure for fail-safe operation of information systems allows for nonlinear stochastic
properties of the random sequence analyzed, which improves the accuracy of the pre-
dictive control procedure.
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